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Noise attack



Patch attack

Brown et al. 2017 “Adversarial Patch”



3D printed textures

Athalye et al. 2017 “Synthesizing Robust Adversarial Examples”



Glasses

Sharif et al. 2018 “A General Framework for Adversarial Examples with Objectives”



Clothing

Wu et al. 2019 “Making an Invisibility Cloak: Real World Adversarial Attacks on Object 
Detectors”



Camera stickers

Li et al. 2019 “Adversarial camera stickers: A physical camera based attack on deep 
learning sytems”



Typos

Sun et al. 2020 “Adv-BERT: BERT is not robust on misspellings! Generating nature 
adversarial samples on BERT”



Sentences

Hsieh et al. 2019 “Natural Adversarial Sentence Generation with Graident based 
Perturbation”



Speech recognition

Abdullah et al. 2020
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“One-shot” poison

Shafahi et al. 2020 “Poison Frogs! Targeted Clean-Label Poisoning Attacks on Neural 
Networks”



“One-shot” poison

Shafahi et al. 2020 “Poison Frogs! Targeted Clean-Label Poisoning Attacks on Neural 
Networks”



Meta Poisoning

Huang  et al. 2020 “MetaPoison: Practical General-purpose Clean-label Data Poisoning”



Backdoor triggers

Gu et al. 2017 “BadNets: Identifying Vulnerabilities in the Machine Learning Model Supply 
Chain”



Hidden backdoors

Saha et al. 2019 “Hidden Trigger Backdoor Attacks”



Real & robust 
backdoors



Distributed backdoor


